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ABSTRACT 

 

In this paper, we propose our system for task1 of MISP 

Challenge 2021. The task1 is aim to solve Audio-Visual 

Wake Word Spotting. We mainly use the audio dataset for 

experiment. Two kinds of neural networks we selected for 

wake word detection. 

 

Index Terms— MISP challenge 2021, wake word, 

Res2Net, RawNet 

 

1. INTRODUCTION 

 

With the emergence of many speech-enable applications, the 

scenarios (e.g., home and meeting) are becoming 

increasingly challenging due to the factors of adverse 

acoustic environments (far-field audio, background noises, 

and reverberations) and conversational multi-speaker 

interactions with a large portion of speech overlaps. The 

state-of-the-art speech processing techniques based on the 

single audio modality encounter the performance bottlenecks, 

e.g. Motivated by this, the MISP challenge aims to tackle 

these problems by introducing additional modality 

information (such as video or text), yielding better 

environmental and speaker robustness in realistic 

applications. The MISP challenge has two speech processing 

tasks. We signed up for the first task: Audio-Visual Wake 

Word Spotting. In this paper, we use several kinds of neural 

networks to detect predefined wake word. The networks we 

used are Res2Net and RawNet2. Due to insufficient 

computing resources, our video detection system does not 

achieve good performance. Finally, video datasets are 

abandoned, we only use audio datasets in the experiment. 

 

2. DATA PREPARTION 

 

2.1.The Dataset 

We use the task1 dataset including one wake word:” Xiao T 

Xiao T”. The statistics for dataset are summarized in Table. 
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Table. 1 Dataset statistics 

2.2.Data Augmentation 

Simulating reverberant and noisy data from near field speech, 

noise is widely adopted. We add reverberation and noise 

with official tools. SpecAugment [1] strategy achieved a 

great success in E2E speech recognition task. We apply time 

masking and frequency masking in this paper. For each 

training utterance, we randomly select 0-30 consecutive 

frames and set all of their mel-filter banks to zero, for time 

masking. For frequency masking, we randomly select 0-20 

consecutive dimensions of the 256 mel-filter banks and set 

their values to zero for all frames of the utterance. For all the 

utterances in a training mini-batch, one-third of them receive 

only the time masking, one-third of them only the frequency 

masking, and the rest of them both maskings. Though this 

method deforms instead of doubling the original data set, it 

is considered augmentation as each mini-batch at different 

epochs is deformed differently. The training observes data 

with a lot more varieties than the original data amount. 

Hence it is considered a data-augmentation method. 

 

3.  SYSTEM DISCRIPTION 

 

We trained two models for detection wake word with 

Res2Net [2] and RewNet2 [3]. 

 

3.1.Res2Net Block 

The Res2Net architecture aims at improving multi-scale 

representation by increasing the number of available 

receptive fields. This is achieved by connecting smaller filter 

groups within one block in a hierarchical residual-like 

style.The Res2Net block is modified from the bottleneck 

block [4]. It is illustrated in Fig. 1(a) 

 

3.2.Integration with the squeeze-and-excitation block 

The SE block [5] adaptively re-calibrates channel-wise 

feature responses by explicitly modeling the 

interdependencies between channels.. This inter-

dependencies modeling assigns different impact weights to 

channels, which improves the model’s capacity to focus on 

channel information that is most related with spoofing cues. 

Motivated by this, we stack the Res2Net and SE blocks 

together to form the SE-Res2Net block, as shown in Fig. 

1(b). 



 
Fig. 1. The illustration of the Res2Net block (scale 

dimension s = 4, the box in each color represents the feature 

maps within a channel group), and SE-Res2Net block. 

 

3.3.Res2Net architecture 

This work chooses SE-Res2Net50, and an overview of its 

architecture is shown in Table. 2. 

 
Table. 2 The overall model architecture of SE-Res2Net50. 

The type of a residual block and the number of channels is 

specified inside the brackets, while the repeat times of each 

block on one stage are specified outside the brackets. “2-d 

fc” denotes a fully connected layer with 2 output units. 

3.4.RawNet2 

RawNet2 is a end-to-end network that operate on the raw 

speech waveform. RawNet2, proposed in 2020, combines 

the merits of the original RawNet approach (RawNet1 [6]) 

with those of SincNet. The first layer of RawNet2 is 

essentially the same as that of SincNet [7], whereas the 

upper layers consist of the same residual blocks and GRU 

layer as RawNet1. New to RawNet2 is the application of 

filter-wise feature map scaling (FMS) using a sigmoid 

function applied to residual block outputs as in [8]. FMS 

acts as an attention mechanism and has the goal of deriving 

more discriminative representations. The embedding 

dimension for RawNet2 is also greatly increased, from 128 

for RawNet1 to 1024 for RawNet2. Last, whereas RawNet1 

obtains better results with a DNN-based back-end classifier, 

RawNet2 gives better results with a cosine similarity score. 

The RawNet2 architecture used for detection wake 

word is modified by [9] and shown in Table3. 

 
Table. 3 The overall model architecture of RawNet2 

 

4.  EXPERIMENTS 

 
4.1.Experimental configurations 

We extracted 256-dimensional mel-filter banks features with 

25ms frame length and 10ms frame shift are extracted as 

input features for training SE-Res2Net50. And we used raw 

waveforms with pre-emphasis applied as input to the 

RawNet2. Here, we modified the duration of the input 

waveforms to 59049 samples (≈3.69 s). The other settings 

are consistent with the original paper. 

 

4.2.Proposed systems 

SE-Res2Net50 and RawNet2 are mainly used by us because 

their performance is better than other systems. However, we 

found that if we mix several networks, we will get better 

results. Finally, there are four systems we used to 

cooperative detection, SE-Res2Net50, RawNet2, 

SqueezeNet [10], Inc-TSSDNets [11]. 

 

4.3.Results 

Table. 4 shows results in terms of score for SE-Rs2Net50 

and RawNet2. The score is the sum of false alarm rate and 

false reject rate. 

 
Table. 4 Experimental results of SE-Rs2Net50 and RawNet2 

 

4.4.Fusion 

We get the result of the two systems fusion. Table. 5 Shows 

the result. We also tried to integrate some other networks, 



SqueezeNet and Inc-TSSDNets. These two systems do not 

perform well, but they can improve the final fusion system.. 

 
Table. 5 Performance for the task1 evaluation partition in 

terms of pooled score for two systems. 
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